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Abstract—Recent work, motivated by anonymous messaging
platforms, has introduced adaptive diffusion protocols which can
obfuscate the source of a rumor: a “snapshot adversary” with
access to the subgraph of “infected” nodes can do no better than
randomly guessing the entity of the source node. What happens if
the adversary has access to multiple independent snapshots? We
study this question when the underlying graph is the infinite
d-regular tree. We show that (1) a weak form of source
obfuscation is still possible in the case of two independent
snapshots, but (2) already with three observations there is a
simple algorithm that finds the rumor source with constant
probability, regardless of the adaptive diffusion protocol. We also
characterize the tradeoff between local spreading and source
obfuscation for adaptive diffusion protocols (under a single
snapshot). These results raise questions about the robustness of
anonymity guarantees when spreading information in social
networks.

Index Terms—Information diffusion, social networks, source
detection, source obfuscation.

I. INTRODUCTION

DETECTING the source of information diffusion on a net-

work is an important problem in network science, with

applications such as finding the source of a virus epidemic or

finding the source of a rumor on Twitter. A prototypical graph

on which source detection is studied is the infinite d-regular
tree Td (with d � 3), which is our focus in this paper as well.

Rumor Source Detection. Perhaps the simplest and most

natural model of information diffusion on a network is the sus-

ceptible-infected (SI) model, where the rumor is spread along

each edge of the network at a constant rate, and once a node is

infected it remains infected forever. Shah and Zaman studied

detecting the source in this model [1], [2]. Formally, at time

t ¼ 0 a vertex v� 2 Td is “infected” and the information prop-

agates on the network according to the SI model; one then

observes the subset Vt of infected vertices at time t, which

consists of Nt :¼ jVtj vertices. We assume that the underlying

graph (in this case Td) is known and hence the subgraph Gt

induced by the vertices in Vt is also known. The goal is to find

the rumor source v�.
The maximum likelihood estimator (MLE) bvML :¼

argmaxv2VtPðGt j v� ¼ vÞ has particularly nice properties in

this setting [1], [2]. In particular, Shah and Zaman showed

that it is computable in linear time and that it detects the

source with constant probability. More precisely, they show

(in [3]) that there exists a universal constant ad > 0 such that

limt!1 PðbvML ¼ v�Þ ¼ ad (when d � 3). Many results extend

to more general settings such as random trees [3].

Wang et al. [4] studied rumor source detection in the same

setting but now with multiple independent observations; that

is, observing the infected nodes V
ð1Þ
t ; . . . ; V

ðkÞ
t of k indepen-

dent diffusions started from the same source v�. They show

that the detection probability increases with k and that it goes

to 1 exponentially as k ! 1.

Rumor Source Obfuscation. The results above show that if

information propagates according to the SI model, then the

source can be found efficiently and with good probability (that

is, with at least constant probability). In certain applications,

such as anonymous messaging apps,1 this is undesirable. Moti-

vated by these applications, Fanti et al. [9] asked whether it is

possible to devise messaging protocols that can obfuscate the

rumor source, while at the same time still spreading informa-

tion widely and quickly.

They devised a family of messaging protocols, termed

adaptive diffusions, for this purpose; see Section I-A for a

detailed description. Their main result shows that a specific

messaging protocol within this family achieves perfect obfus-

cation: under this spreading model a “snapshot adversary” can

do no better than randomly guessing the source node:

P bvML ¼ v� jNt ¼ nð Þ ¼ 1þ oð1Þ
n

: (1)

Many results extend to more general settings such as irregular

trees [10], [11].

Our results. We study the source obfuscation guarantees

that adaptive diffusion protocols can provide, in a couple of

settings. First, we do this in the context of the adversary hav-

ing multiple independent observations. We show that when an

adversary has access to two independent observations then a
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weak form of obfuscation is still possible. However, when it

has access to three or more independent snapshots, then source

detection with constant probability is always possible, regard-

less of the adaptive diffusion protocol.

We also do this in the context of spreading information

locally around the source. We introduce a natural quantitative

measure of local spreading, and characterize the tradeoff

between local spreading and source obfuscation for adaptive

diffusion protocols (under a single snapshot).

Put together, these results raise questions about the robust-

ness of possible anonymity guarantees when spreading infor-

mation in social networks. In order to precisely state our

results, we first describe in Section I-A the setting of informa-

tion diffusion processes in general and adaptive diffusions in

particular. We then state our results in Sections I-B and I-C.

A. Information Diffusion and Adaptive Diffusion

We define a (discrete time) information diffusion process on

a graph G ¼ ðV;EÞ as a (potentially random) increasing

sequence of subgraphs G0 � G1 � G2 � . . . , where Gt ¼
ðVt; EtÞ is the subgraph induced by the vertices Vt who have

the information at time t. Throughout the paper we assume

that G0 consists of a single vertex v� 2 G, which we term the

source. We also assume that the information spreads along

the edges of the graph and hence Vtþ1 � Vt [ @Gt, where

@Gt :¼ fv 2 V : v =2 Vt; 9w 2 Vt : ðv; wÞ 2 Eg denotes the

(outer) vertex boundary of Gt, consisting of vertices that are

not in Gt but which are connected to a vertex in Gt.

A simple example is when every vertex who obtains the

information spreads it to all its neighbors in the next time step.

In this case Gt ¼ Btðv�Þ for every t � 0, where BrðvÞ :¼
fu 2 V : dGðu; vÞ � rg denotes the (closed) ball of radius r
around vertex v 2 V (here dG denotes graph distance in G).

The SI model mentioned above2 can be defined inductively as

follows: given Gt, let vtþ1 be a uniformly randomly chosen

vertex from @Gt and let Vtþ1 :¼ Vt [ fvtþ1g.
The source detection problem is the following: given the

underlying graph G, the distribution of the sequence fGtgt�0,

and a single observation Gt at some time t > 0, the goal is to
estimate the source v�. This is also known as the “snapshot

adversary” model, since we get to observe Gt, a single snap-

shot in time.

Adaptive diffusion, introduced by Fanti et al. [9], is a family

of information diffusion processes designed with source

obfuscation in mind. We now introduce and define adaptive

diffusion on Td ¼: G; we refer the reader to [11] for a compre-

hensive introduction more generally. The notation and defini-

tions that follow match those in [9]–[11].

Adaptive diffusion is defined via an auxiliary process, the

path fvstgt�0 of a so-called virtual source. This is a time-

inhomogeneous Markov chain, which we now define. Initially,

the virtual source is the same as the true source: vs0 :¼ v�.
Next, it moves to a uniformly random neighbor of v�:

P vs1 ¼ wð Þ ¼ 1

d
1 ðw;v�Þ2Ef g:

For the remainder of the path, assuming that vst is given, vstþ1

is defined as follows. If t is odd, then vstþ1 ¼ vst; that is, the
virtual source stays put. If t is even, then the virtual source

either stays put or it moves to one of its d� 1 neighbors that it
has not visited before; in the latter case, it chooses the neigh-

bor to move to uniformly at random. Note that if the virtual

source moves then it moves away from the source v�. The
probability of choosing one action or the other is a function of

time t and also the distance of vst from v� (hence the name

adaptive). Specifically, let ht :¼ dGðvst; v�Þ denote the graph

distance between vst and v
�. Then

� with probability aðt; htÞ we have that vstþ1 ¼ vst, that
is, the virtual source stays put;

� and with probability 1� aðt; htÞ the virtual source

moves to one of its d� 1 neighbors that it has not vis-

ited before, chosen uniformly at random.

The probabilities aðt; hÞ 2 ½0; 1�, with t 2 f2; 4; 6; . . .g and
h 2 f1; 2; 3; . . . ; t=2g, are parameters that fully describe the
distribution of the path fvstgt�0 of the virtual source. Each
choice of parameters defines a particular Markov chain
and thus a particular adaptive diffusion protocol.

Having defined the path of the virtual source, we are now

ready to define the associated adaptive diffusion protocol, given

fvstgt�0. When t is even, the set of infected nodes is defined as

Vt :¼ v 2 V : dG v; vstð Þ � t=2f g:
That is, Vt is a ball of radius t=2—equivalently, a balanced

tree of depth t=2—around the virtual source vst. For t odd, the
set of infected nodes Vt is chosen so that fGtgt�0 satisfies

Vtþ1 � Vt [ @Gt.
3 The resulting information diffusion process

is called an adaptive diffusion; see Figure 1 for an illustration.

Note that by construction adaptive diffusion spreads the infor-

mation to Nt 	 ðd� 1Þt=2 nodes at time t, which is only a fac-

tor of two slower than the fastest possible spread.

Fanti et al. [9] show that a particular adaptive diffusion

protocol—specifically, the process with aðt; hÞ :¼ ððd�
1Þt=2�hþ1� 1Þ=ððd� 1Þt=2þ1 � 1Þ—perfectly obfuscates the

source from an adversary who sees a snapshot of a single diffu-

sion. The key property of this construction is that, for t even, all
vertices in Vt n fvstg are equally likely to be the original source
v� and hence an adversary can do no better than randomly guess

among them. A similar statement holds also for t odd, showing
that theMLE satisfies (1).

B. Results: Adaptive Diffusion With Multiple Independent

Observations

In many applications it is common for individuals to send

not just one but multiple messages over time, each one

2 Note that the SI model is often defined in continuous time. Viewing this
continuous-time process at the times when a new vertex obtains the informa-
tion, we obtain the described discrete time information diffusion process.

3 Specifically, we have the following. First, V1 :¼ fvs0; vs1g. Next, for t �
3 such that t is odd, we distinguish two cases. If vst ¼ vst�1, then Vt :¼ Vt�1;
that is, if the virtual source stays put (instead of moving), then the set of
infected nodes is unchanged. If vst 6¼ vst�1, then Vt :¼ Vt�1 [ fw 2 @Gt�1 :
dGðw; vstÞ ¼ ðt� 1Þ=2g; in other words, if the virtual source moves, then the
information is spread in the same direction.
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spreading over the same underlying network. If an adversary

has access to a snapshot of each such diffusion, then they are

in a much better position to find the source. Is it still possible

to obfuscate the source with some form of information diffu-

sion? We investigate this question in the context of adaptive

diffusion protocols.

We show that when an adversary has access to two indepen-

dent observations, a weak form of obfuscation is still possible

with adaptive diffusion. However, when three or more indepen-

dent observations are available, detection with constant proba-

bility is always possible, regardless of which adaptive diffusion

protocol is used. This is the content of Theorems 1 and 2.

Theorem 1 (Two independent observations): Suppose that

information is spread according to an adaptive diffusion proto-

col on Td, d � 3, and that an adversary has two independent

observations of infected subgraphs, G1
t1
and G2

t2
, started from

a fixed source v�.
(1) There exists a computationally efficient estimator bv,

which is agnostic to the adaptive diffusion protocol,

such that if t1; t2 � 2 then

P bv ¼ v�ð Þ � d� 1

d

 2

min t1; t2f g :

(2) There exists an adaptive diffusion protocol such that the

maximum likelihood estimator bvML satisfies for all

t1; t2 � 1 that

P bvML ¼ v�ð Þ � d� 1

d

 7

min t1; t2f g : (2)

A few comments are in order. First, the bounds in parts (1)

and (2) above match up to a small constant factor, hence this is

best possible within the family of adaptive diffusions. Next, the

detection probability in (2) still vanishes as t ¼ minft1; t2g !

1, but only very slowly—exponentially more slowly than in the

case of one observation (see (1) and recall that Nt 	 ðd� 1Þt=2
is exponential in t). We also note that the adaptive diffusion pro-

tocol in part (2) is different from the one used by Fanti et al. [9]

to achieve perfect obfuscation in the case of a single observation;

in fact, if this latter adaptive diffusion protocol is used to inde-

pendently spread two diffusions, then the estimator bv in part (1)
succeeds at finding the source with constant probability. Finally,

we mention that the estimator in part (1) is essentially the same

as the MLE in part (2) when t1 and t2 are both even—see

Section III for details.

Figure 2 illustrates the basic idea behind the estimator in

part (1) of Theorem 1; we refer to Section III for details.

Once the adversary has three independent observations, not

even weak obfuscation is possible with adaptive diffusion. In

fact, the detection probability converges to one exponentially

quickly in the number of observations (see (3) below), extend-

ing the results of Wang et al. [4] for the SI model to the family

of adaptive diffusions.

Theorem 2 (Three or more independent observations):

Suppose that information is spread according to an adaptive

diffusion protocol on Td, d � 3, and that an adversary has k �
3 independent observations of infected subgraphs, Gi

ti
for i 2

f1; . . . ; kg, started from a fixed source v�.
When k ¼ 3, there is a computationally efficient estimator bv,

which is agnostic to the adaptive diffusion protocol, satisfying

P bv ¼ v�ð Þ � ðd� 1Þðd� 2Þ
d2

:

More generally, there exists a computationally efficient esti-

mator bw ¼ bwðkÞ, which is agnostic to the adaptive diffusion

protocol, such that

P bw ¼ v�ð Þ � 1� d� exp � d� 2ð Þ2
2 d2

k

 !
: (3)

Theorem 2 follows from basic symmetry properties of adap-

tive diffusion; the basic idea is illustrated in Figure 3 (see

Section II for further details). Comparing Figure 2 and Figure 3

Fig. 1. An example of an adaptive diffusion spreading on the infinite 3-regu-
lar tree T3. Here the virtual source moves to a uniformly randomly chosen
neighbor of the source v� at time 1, then it stays put for several time steps, and
moves again at time 5. The shaded regions show the infected subgraphs Gt for
t 2 f2; 4; 6g; note that they are all balanced trees of depth t=2, centered at the
virtual source vst.

Fig. 2. Detecting the source from two observations. If the two virtual
sources are in different subtrees, then the path connecting them contains the
source v�.
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provides intuition into why the dramatic shift from two snap-

shots to three snapshots occurs.

We also note that Theorem 2 extends, with essentially the

same proof, to adaptive diffusions on any irregular tree with

minimum degree 3. This is because the proof in Section II is

based on basic symmetry properties; we leave the details to

the reader.

C. Results: Local Spreading vs. Source Obfuscation

It is often desirable to not only spread information widely and

quickly, but also to spread it locally around the source. Indeed,

the local neighborhood of the source typically consists of nodes

that are closely related to the source, and the information that the

source is spreading is often most relevant to this local neighbor-

hood. In particular, this is true for scenarios where source obfus-

cation is relevant and important, for instance, spreading

information about a local protest. At the same time, local spread-

ing is at odds with source obfuscation. Here we introduce a natu-

ral way to quantify local spreading, and characterize the tradeoff

between local spreading and source obfuscation for adaptive dif-

fusion protocols (under a single snapshot).

Formally, define for an adaptive diffusion the quantity

Rt :¼ max r � 0 : Br v�ð Þ � Gtf g:

In words, Rt is the radius of the largest ball of infected nodes

centered at the rumor source at time t. Since Rt is (in general)

a random quantity, we may use E½Rt� as a deterministic mea-

sure of local spreading of an adaptive diffusion protocol.

Observe that 0 � Rt � t=2 and hence also 0 � E½Rt� � t=2.
Ideally for local spreading we would like E½Rt� to grow lin-

early with t; at the very least, local spreading requires

E½Rt� ! 1 as t ! 1. However, the adaptive diffusion proto-

col that achieves perfect source obfuscation (see the end of

Section I-A) does not have local spreading: in fact, E½Rt� � 1
for all t and, moreover, suptRt is finite almost surely.

This shows that source obfuscation guarantees have to

be relaxed in order to have local spreading. It turns out that

it is still possible to have reasonable source obfuscation

guarantees—we refer to this as “polynomial obfuscation,”

see (4) below—and local spreading at the same time. The

following theorem characterizes this tradeoff for adaptive

diffusion protocols (under a single snapshot). For simplicity,

we focus here on even times t.
Theorem 3 (Tradeoff between local spreading and source

obfuscation): Suppose that information is spread according to

an adaptive diffusion protocol on Td, d � 3, and that an adver-
sary observes, at an even time t, an infected subgraph, Gt,

started from a fixed source v�.
(1) Suppose that the adaptive diffusion protocol achieves

“polynomial obfuscation,” that is, the following holds:

P bvML ¼ v�ð Þ � C

Ng
t

(4)

for some g 2 ð0; 1Þ and C < 1, where recall that

Nt ¼ Vtj j ¼ d

d� 2
d� 1ð Þt=2�1

� �
þ 1 	 d� 1ð Þt=2:

Then

E Rt½ � � 1� gð Þ t
2
þ log ðCtÞ
log d� 1ð Þ þ 2:

(2) For every g 2 ð0; 1Þ there exists an adaptive diffusion

protocol that satisfies (4) with C ¼ 2ðd� 1Þ and also

E Rt½ � � 1� gð Þ t
2

for all even t > 2=g (and for all even t � 2=g we have

E½Rt� ¼ t=2� 1).
In particular, we see from Theorem 3 that the power g in

polynomial obfuscation (see (4)) and the speed ð1� gÞ=2 of

local spreading are directly related. This precisely quantifies

the tradeoff between local spreading and source obfuscation

guarantees: the faster local spreading is—that is, the smaller g

is—the weaker the source obfuscation guarantee.

D. Organization

The rest of the paper is organized as follows. We first prove

Theorem 2 in Section II, since the proof relies only on a sim-

ple symmetry property of adaptive diffusion protocols on Td

and provides good intuition for the subsequent proofs. We

then prove Theorem 1 in Section III; the proof of part (1) is

similar to the proof of Theorem 2 in Section II, while the proof

of part (2) requires understanding the maximum likelihood

estimator in the case of two observations. (Some cases in the

proof of part (2) of Theorem 1 are deferred to the supplemen-

tary material.) In Section IV we turn to studying local spread-

ing and prove Theorem 3. Finally, we conclude in Section V

by discussing some implications and limitations of our results,

Fig. 3. Detecting the source from three observations. If the three virtual sour-
ces are in different subtrees, then the paths connecting them intersect in a sin-
gle node: the source v�.
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how they relate to other works, as well as further questions for

future research.

II. ADAPTIVE DIFFUSION WITH k � 3 INDEPENDENT
OBSERVATIONS

In this section we prove Theorem 2. The main idea is simple

and relies on a symmetry property of adaptive diffusion proto-

cols on Td: that they send the virtual source in a uniformly

random direction. First, note that if we remove the source v�

from the tree Td then it breaks into d subtrees. The main obser-

vation is that the virtual source of an adaptive diffusion is

equally likely to be in each subtree. This symmetry property

alone guarantees a constant probability of detection when

there are at least three independent observations, as we now

explain.

Assume for now that t1; . . . ; tk are even; the proof is cleaner
in this case, though not much changes in the general case.

Recall that for an adaptive diffusion protocol the infected tree

Gt is a ball with center vst when t is even. Hence from the

infected tree Gt we may determine the virtual source vst.
We may thus assume that the adversary is given k independent
virtual sources vs1; vs2; . . . ; vsk (the time stamps of the virtual

sources are not relevant for what follows). The main observa-

tion is that if vs1, vs2, and vs3 are in different subtrees, then v�

is the unique vertex at the intersection of the three shortest

paths connecting vs1 and vs2, vs1 and vs3, and vs2 and vs3;
see Figure 3 for an illustration.

This immediately leads to a source detection algorithm: if

the three shortest paths connecting vs1 and vs2, vs1 and vs3,
and vs2 and vs3 intersect at a single vertex, the algorithm out-

puts this vertex; if not, pick a vertex from the intersection uni-

formly at random. Since each virtual source is equally likely

to be in each subtree, there is a constant probability that vs1,
vs2, and vs3 are in different subtrees and therefore the algo-

rithm successfully detects the source.

The proof that follows makes this formal and also presents

an improved algorithm when the number of observations k is

large, in order to show that the detection probability goes to 1

as k ! 1.

Proof of Theorem 2: We start with some notational prelimi-

naries. For distinct nodes x; y 2 Td, let T
y
x denote the subtree

of Td away from y in the direction of x. In other words, if y
were removed from Td then the tree would break into a forest

of d trees and Ty
x is the tree that contains x. Formally, if ny

x is

the neighbor of y that is closest to x, then

Ty
x :¼ z 2 Td : d z; ny

x

� �
< dðz; yÞ� �

:

We first assume, for simplicity, that t1; . . . ; tk are all even;

this simplifies the proof and we explain at the end what

changes if some of these times are odd. Then for every i 2
f1; . . . ; kg we have that Gi

ti
is a ball (of radius ti=2) with cen-

ter vsiti , the virtual source at time ti. Thus we may assume that

the adversary observes k � 3 independent virtual sources

vs1; . . . ; vsk 2 Td; as the time indices do not play a role in

what follows, we drop them for notational convenience. We

first define an estimator bv using only the first three samples

(vs1, vs2, and vs3) and show that it detects the source with

constant probability. For i; j 2 f1; 2; 3g let Pij denote the set

of vertices in the unique path in Td between vsi and vsj. If the
three paths P12, P13, and P23 intersect in a single vertex, let bv
be this vertex. If the intersection of P12, P13, and P23 contains

more than one vertex, let bv pick a vertex from this intersection

uniformly at random.

Consider the event A where the three virtual sources take

different first steps away from the source. By the construction

of adaptive diffusion, this is the same as the virtual sources

being in different subtrees for all positive times; that is,

A ¼ Tv�
vs1

\ Tv�
vs2

¼ ;
n o

\ Tv�
vs1

\ Tv�
vs3

¼ ;
n o

\ Tv�
vs2

\ Tv�
vs3

¼ ;
n o

:

On the event A we have that P12 \ P13 \ P23 ¼ fv�g and,

hence, bv ¼ v�. That is, on the event A, the estimator correctly

detects the source of the diffusion. Since the direction of the

first step of a virtual source is uniformly random among the d
choices and the different samples are independent, we have

that PðAÞ ¼ ðd�1Þðd�2Þ
d2

, which concludes this part of the proof.

We now explain how more samples can be used to achieve a

detection probability that converges to 1 exponentially in k as

k ! 1. For any vertex v 2 Td and w a neighbor of v, define

NwðvÞ :¼ # j 2 k½ � : vsj 2 Tv
w

� �
:

That is,NwðvÞ counts the number of virtual sources in the sub-

tree of Td away from v in the direction of w. Using these quan-
tities we define the following estimator:

bw :¼ argmin
v2Td

maxw:ðw;vÞ2ENwðvÞ; (5)

provided that this is well-defined (i.e., the minimum is attained

at a single vertex); if this is not well-defined, let bw be an arbi-

trary vertex. Let w1; . . . ; wd denote the neighbors of v� in Td

and let Y :¼ ðNw1
ðv�Þ; . . . ; Nwd

ðv�ÞÞ. We now argue that if

kY k1 < k=2, then bw ¼ v�, that is, the estimator correctly

detects the source of the diffusion.

First, observe that maxw:ðw;v�Þ2ENwðv�Þ ¼ kY k1, which is

less than k=2 under the assumption. Second, if v 6¼ v�, then
there must exist w0 a neighbor of v and i 2 ½d� such that

Tv
w0 �

[
j2 d½ �n if g

Tv�
wj
:

This implies that

Nw0 ðvÞ �
X

j2 d½ �n if g
Nwj

v�ð Þ ¼ k�Nwi
v�ð Þ

� k� Yk k1 > k=2;

where we used that kY k1 ¼ k, as well as the assumption that

kY k1 < k=2. Consequently,maxw:ðw;vÞ2ENwðvÞ � Nw0 ðvÞ >
k=2 and, hence, bw 6¼ v. We have thus shown that kY k1 <

k=2 implies that bw ¼ v�.
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To conclude, we estimate from below the probability that

kY k1 < k=2, or rather, we estimate from above the compli-

mentary event that kY k1 � k=2. First, by a union bound and

symmetry we have that PðkY k1 � k=2Þ � d� PðNw1
ðv�Þ �

k=2Þ. Now since Nw1
ðv�Þ 
 Binðk; 1=dÞ, we have by a Chern-

off bound that

P Nw1
v�ð Þ � k=2

� � ¼ P Nw1
v�ð Þ � E Nw1

v�ð Þ� 	 � d� 2

2 d
k


 �
� exp � d� 2ð Þ2

2 d2
k

 !
:

Finally, we return to our simplifying assumption that the

observation times t1; . . . ; tk are all even. If ti is odd, then there
are two cases. If Gi

ti
is a ball, then it is a ball with center vsiti ,

so the adversary can again determine the virtual source at time

ti and everything is unchanged. If Gi
ti
is not a ball, then it is

symmetric about the edge connecting vsiti�1 and vsiti . Thus the
adversary can determine the set fvsiti�1; vs

i
ti
g. Picking either

element of the set as the virtual source, the remainder of the

proof goes through unchanged. &

At first glance, it may appear that computing the estimator bw
requires solving a minimization problem over the entire infinite

tree Td, but this is not the case. For every vertex v that is not on
a shortest path between two virtual sources we have that

maxw:ðw;vÞ2ENwðvÞ ¼ k and therefore bw must lie on a shortest

path between two virtual sources. Moreover, the distance

between any two virtual sources is at most 2maxi2½k�ti. Thus
the minimization problem in (5) is over a set of size

Oðk2maxi2½k�tiÞ. For each node v in this set, one can efficiently
compute maxw:ðw;vÞ2ENwðvÞ as follows. For every virtual

source vsj, connect v and vsj, and let w be the neighbor of v on
this path. We then have that vsj 2 Tv

w. By doing this for every

virtual source, we can compute the quantities fNwðvÞgw:ðw;vÞ2E
and hence also the quantity maxw:ðw;vÞ2ENwðvÞ. In short, the

estimator bw can be computed efficiently.

III. ADAPTIVE DIFFUSION WITH TWO INDEPENDENT

OBSERVATIONS

In this section we prove Theorem 1. We start with the proof

of part (1) in Section III-A, which builds on similar ideas as

the proof of Theorem 2 in Section II. Then, in order to prove

part (2) of Theorem 1, we need to understand the maximum

likelihood estimator—this is done in Section III-B. Due to the

nature of adaptive diffusion, we have to deal with even and

odd times separately. To focus on the key insights and compu-

tations, we first prove Theorem 1(2) when t1 and t2 are both

even—this is in Section III-C. The cases when one or both of

t1 and t2 are odd are similar but more complicated, while not

adding anything conceptually—hence we defer the proof in

these cases to the supplementary material.

A. Source Detection

The proof of Theorem 1(1) builds on similar ideas as the

proof of Theorem 2 in Section II. Recall the notation that we

introduced in Section II, which we use here.

Proof of Theorem 1(1): Assume first that t1 and t2 are even;
this simplifies the proof and we explain at the end what changes

if either time is odd. Then for i 2 f1; 2g we have that Gi
ti
is a

ball of radius ti=2 with center vsiti . The adversary can thus

determine the two virtual sources vs1 � vs1t1 and vs
2 � vs2t2 .

By definition we always have that v� 2 V 1
t1
\ V 2

t2
, that is, the

source v� is contained in both sets of infected nodes. Let P12

denote the set of vertices that are on the path in Td between

vs1 and vs2, excluding vs1 and vs2. Furthermore, define the

set S :¼ P12 \ V 1
t1
\ V 2

t2
. Let A12 denote the event that vs

1 and

vs2 are in different subtrees away from v�; that is,

A12 :¼ Tv�
vs1

\ Tv�
vs2

¼ ;
n o

: (6)

Since the two diffusions are independent and the first step of

the virtual source is to a uniformly random neighbor of v�, we
have that PðA12Þ ¼ ðd� 1Þ=d. The main observation is that,

on the event A12, we have that v� 2 P12; see Figure 2 for an

illustration.4 Consequently, on the event A12 we also have

that v� 2 S.
This suggests a natural estimator: if S 6¼ ;, let bv be a uni-

formly randomly chosen node from S (note that S is a measur-

able function of G1
t1

and G2
t2
); if S ¼ ; (this occurs when

dðvs1; vs2Þ � 1), let bv be an arbitrary node.5 Then, given A12

and S, the conditional probability that bv ¼ v� is 1=jSj (note
that A12 implies that jSj � 1, as we argued above). We have

thus shown that

P bv ¼ v�ð Þ � P bv ¼ v� jA12ð ÞP A12ð Þ
¼ E 1=jSj jA12½ � d� 1

d
:

To conclude, it suffices to show that jSj � minft1=2; t2=2g
whenever A12 holds. To see this, note that the intersection

P12 \ V 1
t1
contains at most t1=2 nodes, since G1

t1
is a (closed)

ball of radius t1=2 centered at vs1, the path P12 starts at the

virtual source vs1, and vs1 is not included in P12. Thus jSj �
jP12 \ V 1

t1
j � t1=2. Similarly, P12 \ V 2

t2
contains at most t2=2

nodes, and the claim follows.

Finally, we explain what changes when ti is odd for i ¼ 1
and/or i ¼ 2. If Gi

ti
is a ball, then its center is vsiti , so the

adversary can again determine the virtual source at time ti and
everything is unchanged. If Gi

ti
is not a ball, then it is symmet-

ric about the edge connecting vsti�1 and vsti . Thus the adver-
sary can determine the set fvsti�1; vstig. Connecting both of

these virtual sources with the other virtual source(s), we again

obtain a path, where now at both ends of the path we have

either one or two virtual sources. In any case, we can define

P12 analogously, where again the known virtual sources are

4 The two virtual sources can indeed be excluded from P12 and we still
have that v� 2 P12 on the event A12. This is because the virtual source can
never be the true source, by construction. This assumes that t1; t2 � 1—which
holds, since we assume in the proof that t1; t2 � 2. In any case, if
minft1; t2g < 2, then one of the observed snapshots contains at most two ver-
tices, so a random guess succeeds in identifying the source with probability at
least 1=2.

5 We note that the two virtual sources, vs1 and vs2, can be determined effi-
ciently, and thus so can S, and hence also the estimator bv.
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not considered as part of P12. The rest of the proof is

unchanged. &

B. Maximum Likelihood Source Estimation

In order to prove Theorem 1(2), we need to understand maxi-

mum likelihood source estimation. Here we discuss this for

adaptive diffusions in general. Recall that an adaptive diffusion

protocol is given by the probabilities aðt; hÞ 2 ½0; 1�, with t 2
f2; 4; 6; . . .g and h 2 f1; 2; 3; . . . ; t=2g, which determine the

distribution of the path of the virtual source fvstgt�0. Let ht :¼
dðvst; v�Þ denote the graph distance between vst and v�, and let

pðt; hÞ :¼ Pðht ¼ hÞ denote the distribution of ht.

When determining the likelihood function LðvÞ ¼ PðGt j
v� ¼ vÞ we have to specify whether the value of t is known or

not (since it is not always possible to infer the value of t from the

observation Gt). We assume in the following that t is known.
Knowing t can only help the adversary and hence any upper

bounds on the success probability of the MLE under this

assumption still hold without this assumption. Furthermore, the

rumor source detection results (Theorem 1(1) and Theorem 2)

hold regardless of whether we assume this or not. Finally, this

assumption is also what is used in previous works [9]–[11].

We now determine the likelihood function LðvÞ ¼
PðGt j v� ¼ vÞ for even t; it is similar for odd t, but we leave

this for later. First, we always have that v� 2 Vt n fvstg, so
LðvÞ ¼ 0 if v =2 Vt n fvstg. Next, since Gt is a ball of

radius t=2 with center vst, it is fully determined by the posi-

tion of the virtual source, together with the time t. It is impor-

tant to note a key symmetry property of adaptive diffusion: all

nodes at a particular distance from the virtual source are

equally likely to have been the source. This is because the vir-

tual source always moves to a uniformly randomly chosen

neighbor away from the source. Thus the distribution of the

virtual source is completely determined by the distribution

of ht. Altogether, since there are dðd� 1Þh�1
nodes at distance

h � 1 from a particular vertex, we obtain that

LðvÞ ¼ 1

dðd� 1Þd v;vstð Þ�1
p t; d v; vstð Þð Þ1 v2Vtn vstf gf g: (7)

Now assume that we have k independent observations of

infected subgraphs, Gi
ti
¼ ðV i

ti
; Ei

ti
Þ for i 2 f1; . . . ; kg, started

from a fixed source v�. Assume also, for now, that all the times

t1; . . . ; tk are even. Then, by independence, the likelihood func-
tion is

LðvÞ ¼ d� 1

d


 �k

�

�
Yk
i¼1

p ti;XiðvÞð Þ 
 d� 1ð Þ�XiðvÞ1
v2
Tk

i¼1
V i
ti
n vsiti

n o� �n o;
where we have introduced

XiðvÞ :¼ d v; vsiti

� �
(8)

for convenience (and recall that we can determine vsiti , and
thus also XiðvÞ, from Gi

ti
). By taking logarithms, we obtain

that the MLE satisfies

bvML 2

argmax

v2
Tk

i¼1
V i
ti
n vsiti

n o� �Xk
i¼1

log p ti;XiðvÞð Þ �XiðvÞlog ðd� 1Þf g:

(9)

We now turn to determining the likelihood function LðvÞ ¼
PðGt j v� ¼ vÞ for odd t. This is similar to the case of even t,
but there are slight differences. Specifically, there are two

cases to distinguish: when t is odd, the observed graph Gt is

either a ball or it is not (in which case it consists of two bal-

anced rooted trees of depth ðt� 1Þ=2, whose roots are con-

nected by an edge).

The former case occurs when the virtual source does not move

at time t� 1, that is, when vst�1 ¼ vst. In this case, we know

thatGt�1 ¼ Gt, we know the likelihood ofGt�1 (which is given

by (7) with t replaced by t� 1), and in order to obtain the likeli-
hood of Gt we have to multiply this by the probability that

vst�1 ¼ vst, which is aðt� 1;XðvÞÞ, where XðvÞ ¼ dðv;
vst�1Þ ¼ dðv; vstÞ.
In the latter case, when Gt is not a ball, we know that the vir-

tual source moved at time t� 1. Furthermore, we can determine

the set fvst�1; vstg, as these two vertices are connected by the

central edge of Gt. In this case, we define XðvÞ :¼
minfdðv; vst�1Þ; dðv; vstÞg (note that XðvÞ can be determined

fromGt). In order to obtain the likelihood ofGt we have to mul-

tiply the expression in (7) (with t replaced by t� 1 and dðv; vstÞ
replaced with minfdðv; vst�1Þ; dðv; vstÞg) with the probability

that vst�1 6¼ vst, which is 1� aðt� 1;XðvÞÞ.
Altogether, when t is odd we have that the likelihood func-

tion is

LðvÞ ¼ 1

dðd� 1ÞXðvÞ�1
p t� 1; XðvÞð Þ

� aðt� 1; XðvÞÞ1 v2Vtn vstf gf g (10)

if Gt is a ball, and

LðvÞ ¼ 1

dðd� 1ÞXðvÞ�1
p t� 1; XðvÞð Þ

� 1� aðt� 1; XðvÞÞf g1 v2Vtn vst�1;vstf gf g

otherwise. Here XðvÞ :¼ minfdðv; vst�1Þ; dðv; vstÞg (note that

this definition of XðvÞ works for both cases; when Gt is a ball

then vst�1 ¼ vst and henceXðvÞ ¼ dðv; vst�1Þ ¼ dðv; vstÞ).

C. Source Obfuscation — Even Times

We are now ready to prove Theorem 1(2). We first prove

this when both t1 and t2 are even. This is done in order to

highlight the key insights and computations. The remaining

cases (when one or both of t1 and t2 are odd) are similar but

more complicated and hence are deferred to the supplemen-

tary material.
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Proof of Theorem 1(2) when t1 and t2 are both even: We

may assume in the following that t1; t2 � 4, since when

minft1; t2g ¼ 2 then the right hand side of (2) is greater than

1 and thus the statement is vacuously true.

Consider the adaptive diffusion protocol—which we term

the uniform protocol U for reasons to become clear—given by

the probabilities

aUðt; hÞ :¼ t� 2hþ 2

tþ 2
(11)

for t 2 f2; 4; 6; . . .g and h 2 f1; 2; . . . ; t=2g. This is the same

protocol introduced by Fanti et al. [9] to achieve perfect obfusca-

tion from a single snapshot on Z—the difference is that here we

use this protocol regardless of the degree d. The important prop-

erty of this protocol is that the distance ht :¼ dðvst; v�Þ between
the virtual source vst and the true source v

� is uniformly distrib-
uted over the set of possible values f1; 2; . . . ; t=2g, for all even
t. That is, for all even twe have that

pUðt; hÞ ¼ 2

t
1 h2 1;2;...;t=2f gf g: (12)

This can be shown by induction; we leave the details to the

reader.

We now turn to analyzing the maximum likelihood estima-

tor of the source, bvML, given two independent snapshots G1
t1

and G2
t2
. Recall that we assume now that t1 and t2 are both

even. The adversary can thus determine the two virtual sour-

ces vs1 � vs1t1 and vs2 � vs2t2 . By plugging in (12) into (9),

we obtain that the MLE satisfies

bvML 2 argmin
v2V 1

t1
\V 2

t2
n vs1;vs2f g

X1ðvÞ þX2ðvÞð Þ;

where recall from (8) that XiðvÞ ¼ dðv; vsiÞ for i 2 f1; 2g. In
words, the maximum likelihood estimator minimizes the sum of

the distances to the two virtual sources, over all nodes that were

infected in both diffusions, excluding the two virtual sources.

To understand the MLE better we distinguish three cases,

the last one being the most important:

(1) If vs1 ¼ vs2, then bvML chooses a neighbor of vs1 ¼ vs2

uniformly at random.

(2) If dðvs1; vs2Þ ¼ 1, then bvML chooses a neighbor of the

set fvs1; vs2g uniformly at random.6

(3) If dðvs1; vs2Þ � 2, then X1ðvÞ þX2ðvÞ is minimized

when v is on the shortest path between vs1 and vs2. Let
P12 denote the set of vertices that are on the shortest path

between vs1 and vs2, excluding vs1 and vs2. Furthermore,

define the set S :¼ P12 \ V 1
t1
\ V 2

t2
and note that when

dðvs1; vs2Þ � 2, then S is nonempty, because the vertex

in P12 that is closest to v� is always in S. We have thus

argued that the likelihood function is maximized at the

nodes in S and thus the maximum likelihood estimatorbvML chooses a node from S uniformly at random.

Note that bvML is (essentially) the same as the estimator bv intro-
duced in the proof of part (1) of Theorem 1.

Let A12 denote the event that vs1 and vs2 are in different

subtrees away from v� (see (6)), and note that PðA12Þ ¼
ðd� 1Þ=d. Observe that if the event A12 holds, then necessar-

ily dðvs1; vs2Þ � 2, and hence the first two cases above imply

that A12 does not hold. To compute the probability that the

MLE bvML is correct, we may condition on whether or not A12

holds:

P bvML ¼ v�ð Þ
¼ P bvML ¼ v� jA12ð ÞP A12ð Þ þ P bvML ¼ v� jAC

12

� �
P AC

12

� �
¼ P bvML ¼ v� jA12ð Þ 
 d� 1

d
þ P bvML ¼ v� jAC

12

� � 
 1
d
:

(13)

Let us now turn to computing PðbvML ¼ v� jAC
12Þ. There are

two cases when the MLE can be correct, given that A12 does

not hold. First, corresponding to Case (1) above: if vs1 ¼ vs2

and dðv�; vs1Þ ¼ dðv�; vs2Þ ¼ 1, then the MLE is correct with

probability 1=d. Second, corresponding to Case (2) above: if

dðv�; vs1Þ ¼ dðvs1; vs2Þ ¼ 1 or if dðv�; vs2Þ ¼ dðvs1; vs2Þ ¼ 1,
then the MLE is correct with probability 1=ð2d� 2Þ. If

dðvs1; vs2Þ � 2 and A12 does not hold, then bvML 6¼ v�. Putting
these together and using (12) we obtain that

P bvML ¼ v� jAC
12

� � ¼ 2

t1

 2
t2

 1
d
þ 2 
 2

t1

 2
t2

 1

2d� 2

¼ 4

t1t2

1

d
þ 1

d� 1


 �
:

(14)

We now turn to computing PðbvML ¼ v� jA12Þ. Given A12

and S, the conditional probability that bvML ¼ v� is 1=jSj. We

thus have that

P bvML ¼ v� jA12ð Þ ¼ E 1=jSj jA12½ �: (15)

On the event A12, we can express jSj as a function of X1ðv�Þ
and X2ðv�Þ as follows. First, the set S always contains v�

when A12 holds. Next, there are X1ðv�Þ � 1 nodes on the path

P12 between v� and vs1. However, only the t2=2�X2ðv�Þ
nodes of these that are closest to v� are in V 2

t2
as well. Simi-

larly, there are X2ðv�Þ � 1 nodes on the path P12 between v�

and vs2, but only the t1=2�X1ðv�Þ nodes of these that are

closest to v� are in V 1
t1
as well. Altogether, on the event A12

we have that

jSj ¼ 1þmin X1ðv�Þ � 1; t2=2�X2ðv�Þf g
þmin X2ðv�Þ � 1; t1=2�X1ðv�Þf g: (16)

Recall from (12) that Xiðv�Þ is uniformly distributed on

f1; 2; . . . ; ti=2g, for i 2 f1; 2g. Moreover, X1ðv�Þ and X2ðv�Þ
are independent. Both of these statements hold conditioned on

A12. Therefore, plugging in (16) into (15) and writing out the

expectation we obtain that

6 Here we use that t1t2 � 4, to ensure that all neighbors of the set
fvs1; vs2g are in V 1

t1
\ V 2

t2
.
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P bvML ¼ v� jA12ð Þ

¼ 1

st

Xs
j¼1

Xt
‘¼1

1

1þmin j� 1; t� ‘f g þmin ‘� 1; s� jf g ;

(17)

where we have introduced s :¼ minft1; t2g=2 and t :¼
maxft1; t2g=2 in order to abbreviate notation. With this nota-

tion, we can write jSj from (16) more succintly by breaking

things into three cases, as follows:

� If X1ðv�Þ þX2ðv�Þ � sþ 1, then jSj ¼ X1ðv�Þ þ
X2ðv�Þ � 1.

� If sþ 1 < X1ðv�Þ þX2ðv�Þ � tþ 1, then jSj ¼ s.
� If tþ 1 < X1ðv�Þ þX2ðv�Þ, then jSj ¼ 1þ sþ t�

ðX1ðv�Þ þX2ðv�ÞÞ.
Accordingly, we can break the sum in (17) into three parts. Let

I :¼ fðj; ‘Þ : 1 � j � s; 1 � ‘ � tg denote the index set over

which we take the sum in (17). We can write it as the disjoint

union I ¼ I 1 [ I2 [ I 3, where I1 :¼ fðj; ‘Þ 2 I : jþ ‘ �
sþ 1g, I2 :¼ fðj; ‘Þ 2 I : sþ 1 < jþ ‘ � tþ 1g, and

I 3 :¼ fðj; ‘Þ 2 I : tþ 1 < jþ ‘g. We now consider the

index sets I1, I 2, and I 3 separately.

First, suppose that m 2 f2; 3; . . . ; sþ 1g. There are m� 1
pairs of indices ðj; ‘Þ 2 I 1 such that jþ ‘ ¼ m. For each such

index pair, the fraction in (17) is equal to 1=ðm� 1Þ. Since
there are s different values of m, the sum over the index set

I 1 is equal to s.
Next, observe that jI 2j ¼ sðt� sÞ. For every ðj; ‘Þ 2 I2,

the fraction in (17) is 1=s. Therefore the sum over the index

set I 2 is equal to sðt� sÞ=s ¼ t� s.
Finally, suppose that m 2 ftþ 2; . . . ; tþ sg. There are 1þ

sþ t�m pairs of indices ðj; ‘Þ 2 I 3 such that jþ ‘ ¼ m.

For each such index pair, the fraction in (17) is equal to

1=ð1þ sþ t�mÞ. Since there are s� 1 different values of

m, the sum over the index set I3 is equal to s� 1.
Putting together the previous three paragraphs, we thus have

that

Xs
j¼1

Xt
‘¼1

1

1þmin j� 1; t� ‘f g þmin ‘� 1; s� jf g

¼ sþ t� 1:

Plugging this back into (17), and returning to the notation of t1
and t2, we obtain that

P bvML ¼ v� jA12ð Þ ¼ sþ t� 1

st
¼ 2t1 þ 2t2 � 4

t1t2
: (18)

Putting together (13), (14), and (18), we have obtained that

P bvML ¼ v�ð Þ

¼ d� 1

d

 2t1 þ 2t2 � 4

t1t2
þ 1

d

 4

t1t2

1

d
þ 1

d� 1


 �
<

d� 1

d

 2t1 þ 2t2

t1t2
;

where we used that 1=dþ 1=ðd� 1Þ < 1. Using that 2t1 þ
2t2 � 4maxft1; t2g, we obtain the bound in (2), when t1 and

t2 are both even.

IV. LOCAL SPREADING VS. SOURCE OBFUSCATION

In this section we prove Theorem 3. Recall the notation we

introduced in previous sections, which we use here as well. In

particular, ht :¼ dðvst; v�Þ denotes the graph distance between

vst and v�, and pðt; hÞ :¼ Pðht ¼ hÞ. We will also use the ele-

mentary inequalities

d� 1ð Þt=2� Nt � d

d� 2
d� 1ð Þt=2: (19)

Proof of Theorem 3: Our starting observation is that, due to

the definition of adaptive diffusion protocols, we have that

Rt ¼ t

2
� ht: (20)

Thus in order to understandRt it is equivalent to understand ht.

We first turn to part (a) of the theorem. We described the

likelihood function in Section III-B, see (7) in particular, from

which it follows that

P bvML ¼ v�ð Þ ¼ max1�h�t=2
pðt; hÞ

d d� 1ð Þh�1
: (21)

The assumption (4) thus implies that

pðt; hÞ � Cd d� 1ð Þh�1

Ng
t

� Cd d� 1ð Þh�gt=2�1
(22)

for all 1 � h � t=2, where in the second inequality we used (19).
Now define

mt :¼ gt

2
� log ðCtÞ
log d� 1ð Þ � 1:

We then have that

P ht � mtð Þ �
Xbmtc

h¼1

Cd d� 1ð Þh�gt=2�1

¼ Cd d� 1ð Þ�gt=2 d� 1ð Þbmtc�1

d� 2

� Cd d� 1ð Þmt�gt=2¼ d

d� 1

 1
t
� 2

t
:

In particular, we thus have that Pðht > mtÞ � 1� 2=t.
Therefore

E ht½ � � mtP ht > mtð Þ � mt 1� 2

t


 �
� gt

2
� log ðCtÞ
log d� 1ð Þ � 1� g:
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Now using (20) we have that

E Rt½ � ¼ t

2
� E ht½ � � 1� gð Þ t

2
þ log ðCtÞ
log d� 1ð Þ þ 1þ g;

which concludes the proof of part (a) of the theorem.

We now turn to part (b) of the theorem. Consider the adap-

tive diffusion protocol defined as follows:

� For t � 2=g, let aðt; hÞ ¼ 1 for all 1 � h � t=2.
� For t > 2=g, let aðt; hÞ ¼ 1 if bgt=2c ¼ bgðt=2þ 1Þc

and let aðt; hÞ ¼ 0 otherwise.
This construction guarantees that for all even t we have that

ht ¼ 1 if t � 2=g, while for even t > 2=g we have that

ht ¼ bgt=2c
deterministically. Thus by (20) we have, for all even t satisfy-
ing t > 2=g, that

Rt ¼ t=2� ht ¼ t=2� bgt=2c � 1� gð Þt=2:
On the other hand, by (21) we have, for all even t satisfying
t > 2=g, that

P bvML ¼ v�ð Þ ¼ 1

d d� 1ð Þbgt=2c�1
� 1

d d� 1ð Þgt=2�2
:

From (19) it follows that ðd� 1Þ�t=2 � ðd=ðd� 2ÞÞ=Nt and so

P bvML ¼ v�ð Þ � d� 1ð Þ2
d

d

d� 2


 �g 1

Ng
t

� d� 1ð Þ2
d� 2


 1

Ng
t

� 2 d� 1ð Þ
Ng

t

;

where in the second inequality we used that g � 1 and in the

third inequality we used that d � 3.

V. DISCUSSION

The main message of this work is that while adaptive diffu-

sion protocols can hide the source from a snapshot adversary,

they are ineffective when the adversary has access to multiple

independent snapshots. The main question raised by our work

is whether there exist other diffusion protocols that can obfus-

cate the source against such an adversary.

We make several simplifying assumptions in this work,

which are important to discuss and study further. First, we

assume throughout that the underlying graph is the infinite

d-regular tree Td (with d � 3), which is not a realistic model

of real-world (social) networks. It is therefore important to

study the questions we consider here on other underlying

graphs, for instance, on more realistic models as well as on

real-world social networks. We conjecture that our qualitative

conclusions will carry over to more realistic settings, which

motivates studying such a simplified setting.

We also assume that the adversary observes multiple indepen-

dent snapshots. Previous work has considered multiple sequen-

tial snapshots (in time): Wang et al. [4] show that additional

sequential snapshots cannot improve detectability under the SI

model, while Fanti et al. [11] show that they can improve the

detection probability at most logarithmically for adaptive diffu-

sions. On the other hand, Cai et al. [12] show that multiple

sequential snapshots can help detection when the spreading rates

are heterogeneous, both theoretically and on Twitter data. As

mentioned before, Wang et al. [4] show that multiple indepen-

dent snapshots help significantly with detection under the SI

model, and our results extend this to the family of adaptive diffu-

sions. An interesting question is what happens in between, when

the adversary observes multiple correlated snapshots (that are

not necessarily sequential observations of the same diffusion).

In particular, can spreading protocols take advantage of correla-

tion in order to obfuscate the source against an adversary who

observes multiple snapshots?

This question is related to local spreading as follows. An

adversary who observes multiple snapshots can always use the

following simple source estimator: pick a node uniformly at ran-

dom among those which are infected in each snapshot. The prob-

ability of success of this estimator is the inverse of the size of the

set of nodes which are infected in each snapshot. To minimize

this, a spreading protocol should aim tomaximize the size of this

set. This can be done by having highly correlated snapshots, or

by having a large amount of local spreading (which we have dis-

cussed in Sections I-C and IV). In any case, we conjecture that if

there is a reasonable amount of independence among the

observed snapshots, then the results will be qualitatively similar

to those which we have obtained.

There are also many natural variations on what information

the adversary has access to. For instance, Fanti et al. [11], [13]

consider a spy-based model, where a fraction of nodes are cor-

rupted and continuously monitor metadata such as message

timestamps; they also consider a mixed model using both spies

and a snapshot. Other information models include having a

snapshot and additional relative information about the infec-

tion times of a fraction of node pairs [14], having partial infec-

tion timestamps [15], and having a noisy time series of

observations [16], [17]. Understanding how our results change

under these different information models of adversaries is a

natural question for future work.

Further avenues to explore related to our work include

game-theoretic formulations [18], optimal sensor/spy place-

ment [19], confidence sets for the source [20], and multiple

rumor sources [21]. We refer the reader to the position paper

by Fanti and Viswanath [22] for further discussion of anony-

mous communication over networks.

We also note the importance of validating the main message of

this work via real-world data sets. While obtaining data from

anonymous messaging apps (such as Whisper [5], Blind [6], Yik

Yak [7], or Secret [8]) is likely not feasible, an alternative option

is to take a graph from an online social network (such as Face-

book) as the underlying graph and to run simulations of adaptive

diffusions and detection algorithms.We leave this for futurework.

In conclusion, most results in this space—including ours in

this work—are positive in terms of rumor source detection,

and thus highlight major difficulties with guaranteeing ano-

nymity for the source of a message in a social network. As
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surveillance techniques grow ever more prominent in society,

this emphasizes the need for further research, with the hope of

ultimately providing robust anonymity guarantees.

ACKNOWLEDGMENTS

We thank two anonymous reviewers for their careful reading of

the paper and their helpful questions and suggestions that helped

improve the paper.

REFERENCES

[1] D. Shah and T. Zaman, “Detecting sources of computer viruses in net-
works: Theory and experiment,” in Proc. ACM SIGMETRICS Perform.
Eval. Rev., 2010, vol. 38, pp. 203–214.

[2] D. Shah and T. Zaman, “Rumors in a network: Who’s the culprit?” IEEE
Trans. Inf. Theory, vol. 57, no. 8, pp. 5163–5181, Aug. 2011.

[3] D. Shah and T. Zaman, “Finding rumor sources on random trees,” Oper-
ations Res., vol. 64, no. 3, pp. 736–755, 2016.

[4] Z. Wang, W. Dong, W. Zhang, and C. W. Tan, “Rumor source detection
with multiple observations: Fundamental limits and algorithms,” in
Proc. ACM SIGMETRICS Perform. Eval. Rev., 2014, vol. 42, pp. 1–13.

[5] Whisper, Accessed: Jun. 15, 2020. [Online]. Available: http://whisper.sh/.
[6] Blind, Accessed: Jun. 15, 2020. [Online]. Available: https://www.team-

blind.com.
[7] Y. Yak, Accessed: Jun. 15, 2020. [Online]. Available: https://en.wikipe-

dia.org/wiki/Yik_Yak.
[8] Secret, Accessed: Jun. 15, 2020. [Online]. Available: https://en.wikipe-

dia.org/wiki/Secret_(app).
[9] G. Fanti, P. Kairouz, S. Oh, and P. Viswanath, “Spy vs. spy: Rumor

source obfuscation,” in Proc. ACM SIGMETRICS Perform. Eval. Rev.,
2015, vol. 43, pp. 271–284.

[10] G. Fanti, P. Kairouz, S. Oh, K. Ramchandran, and P. Viswanath,
“Rumor source obfuscation on irregular trees,” in Proc. ACM SIGMET-
RICS Perform. Eval. Rev., 2016, vol. 44, pp. 153–164.

[11] G. Fanti, P. Kairouz, S. Oh, K. Ramchandran, and P. Viswanath,
“Hiding the Rumor Source,” IEEE Trans. Inf. Theory, vol. 63, no. 10,
pp. 6679–6713, Oct. 2017.

[12] K. Cai, H. Xie, and J. C. Lui, “Information spreading forensics via
sequential dependent snapshots,” IEEE/ACM Trans. Netw., vol. 26,
no. 1, pp. 478–491, Feb. 2018.

[13] G. Fanti, P. Kairouz, S. Oh, K. Ramchandran, and P. Viswanath,
“Metadata-conscious anonymous messaging,” in Proc. 33rd Int. Conf.
on Mach. Learn., 2016, vol. 33, pp. 108–116.

[14] A. Kumar, V. S. Borkar, and N. Karamchandani, “Temporally agnostic
rumor-source detection,” IEEE Trans. Signal Inf. Process. Over Netw.,
vol. 3, no. 2, pp. 316–329, Jun. 2017.

[15] W. Tang, F. Ji, and W. P. Tay, “Estimating infection sources in networks
using partial timestamps,” IEEE Trans. Inf. Forensics Secur., vol. 13,
no. 12, pp. 3035–3049, Dec. 2018.

[16] A. Sridhar and H. V. Poor, “Sequential estimation of network cascades,”
2020. [Online]. Available: http://arxiv.org/abs/1912.03800

[17] A. Sridhar and H. V. Poor, “Bayes-optimal methods for finding the
source of a cascade,” 2020. [Online]. Available: http://arxiv.org/abs/
2001.11942

[18] W. Luo, W. P. Tay, and M. Leng, “Infection spreading and source iden-
tification: A hide and seek game,” IEEE Trans. Signal Process., vol. 64,
no. 16, pp. 4228–4243, Aug. 2016.

[19] B. Spinelli, E. Celis, and P. Thiran, “A general framework for sensor
placement in source localization,” IEEE Trans. Netw. Sci. Eng., vol. 6,
no. 2, pp. 86–102, Apr.–Jun. 2019.

[20] J. Khim and P.-L. Loh, “Confidence sets for the source of a diffusion in
regular trees,” IEEE Trans. Netw. Sci. Eng., vol. 4, no. 1, pp. 27–40,
Jan.–Mar. 2017.

[21] S. Spencer and R. Srikant, “On the impossibility of localizing multiple
rumor sources in a line graph,” ACM SIGMETRICS Perform. Eval. Rev.,
vol. 43, no. 2, pp. 66–68, 2015.

[22] G. Fanti and P. Viswanath, “Algorithmic advances in anonymous com-
munication over networks,” in Proc. IEEE Annu. Conf. Inf. Sci. Syst.,
2016, pp. 133–138.

Mikl�os Z. R�acz is an assistant professor at Princeton
University in the ORFE department, as well as an affili-
ated faculty member at the Center for Statistics and
Machine Learning (CSML). Before coming to Prince-
ton, he received his Ph.D. degree in Statistics from UC
Berkeley and was then a postdoc in the Theory Group
at Microsoft Research, Redmond. His research focuses
on probability, statistics, and their applications, and he
is particularly interested in network science.

Jacob Richey is currently working toward the graduate
degree with the University of Washington, Seattle,
WA, USA, studying combinatorial probability. His
research interests include random processes on graphs
and interacting particle systems.

12 IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL. 8, NO. 1, JANUARY-MARCH 2021

Authorized licensed use limited to: Princeton University. Downloaded on June 09,2021 at 18:56:06 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


